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Introduction

Presented by Malvina Nissim
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Andrej Karpathy

2015



"Due to our concerns about 
malicious applications of the 
technology, we are not 
releasing the trained model"

February 
2019
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English, the University of Groningen, from 
at least the beginning of a year and a 
minimum of eight years of teaching 
experience and proficiency in Norwegian. 
There should be at least 30 hours of 
lecture. A doctoral degree must…
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Programme

                 BREAK (laptops available to try ChatGPT)

★ ChatGPT: What can it (not) do?
Presented by Rik van Noord

★ ChatGPT: Ethical issues
Presented by Arianna Bisazza

★ ChatGPT: Impact on Education and Society
Presented by Tommaso Caselli

                 Q&A and discussion

Kindly offered by 
the Faculty of Arts 
& the Jantina 
Tammes School

★ ChatGPT: How does it work?
Presented by Gabriele Sarti

                 INTRODUCTION



Headlines
21 Dec 2022



Headlines
21 Dec 2022

NO
!



ChatGPT vs Google

Google is a search engine, 
a document retrieval system

ChatGPT is a language generation 
system (makes up stuff!)
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ChatGPT: What can it (not) do?

Presented by Rik van Noord

Telling Stories
Mimicking Styles

Answering Questions
Performing Reasoning 

Solving Riddles
Cracking Jokes



COMPOSING STORIES



Tell me a story
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Rewriting Texts



MIMICKING STYLE
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RELIABILITY
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OTHER WEAKNESSES
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RIDDLES AND JOKES



Riddles
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ChatGPT gets updates!
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Riddle in English
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Riddle in English



Joke Explanation



Joke Explanation



Joke Explanation



Joke Explanation



Joke Explanation



Telling a Joke



Telling a Joke



Summary of capabilities

Strengths

● Fluent, grammatical, coherent, 
convincing text production

● Creativity
● Story telling
● Mimicking style
● Question Answering
● … many other things

Weaknesses

● Reliability
● Generalization
● Truthfulness
● Hallucination
● Knowing its own weaknesses



ChatGPT is an extremely useful tool, 
if you can easily verify its answers
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Presented by Gabriele Sarti

ChatGPT: How does it work?
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➢ Learn what things are and how 
they operate together.
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Learning from Examples (The Icing)

➢ Learn from demonstrations of 
expected outcomes.

Learning from Patterns (The Cake)

➢ Learn what things are and how 
they operate together.



Learning as a Cake

Yann Lecun, NYU

Learning by Trial and Error (The Cherry)

➢ Learn from feedback after mistakes 
and good choices.

Learning from Examples (The Icing)

➢ Learn from demonstrations of 
expected outcomes.

Learning from Patterns (The Cake)

➢ Learn what things are and how 
they operate together.
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Scale

Your average 13y.o. OpenAI GPT-3 (2021)

➢ ~86 billion neurons, 
1000 trillion connections

➢ ~175 billion parameters

📈 Scaling Laws: Bigger models, more data and more computation → Better results

❓ How long does it take to train these models? Months (on clusters), centuries (on laptops)

➢ Exposed to <100 M words 
since birth

➢ Exposed to ~200 billion 
words during training

➢ Struggles with math ➢ Struggles with math
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Learning from Examples

Credits: Jay Alammar “How GPT-3 Works”

A model trained on massive text data 
simply learns to reproduce the most 
likely outcome

➢ Need to convey our expectations 
in specific contexts, 
conversational skills included

Smaller scale than learning from 
patterns, but requires human 
annotation.

Tokens
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Trial and Error from Human Feedback
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Trial and Error from Human Feedback

Generate examples

Train preference modelAnnotate preferences



Trial and Error from Human Feedback

Generate example



Trial and Error from Human Feedback

Use preference model 
to simulate feedback

Generate example



Trial and Error from Human Feedback

Use preference model 
to simulate feedback

Generate example

Update ChatGPT



BREAK (ca. 15 min)
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Ethical Issues

Presented by Arianna Bisazza
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Bias

A known problem in Language Models:

his
her

“the physician couldn’t visit ___ patient”

his
her

“the secretary brought coffee to ___ boss”

Many types of bias: Race, religion, sexual orientation, etc.



The problem is in the training data



The problem is in the training data

…  the training reflects a real-world situation

Percentage of reported female 
workers by occupation
Source: US Department of Labor Survey, (2017) 
https://www.bls.gov/cps/cpsaat11.htm 



So, is there really a problem in the technology?



So, is there really a problem in the technology?

Yes!

● AI systems’ predictions mimic and amplify real-world disparities 
in terms of gender/race/etc.

● This can reinforce worrisome stereotypes

Rudinger et al., 2018; Zhao et al., 2018; Bender, 2019



ChatGPT trained to avoid biased and toxic behavior



ChatGPT trained to avoid biased and toxic behavior



ChatGPT trained to avoid biased and toxic behavior

ChatGPT developers 
explicitly instructed 
human annotators to flag 
problematic model output

ChatGPT learnt to avoid 
toxic behaviour during 
interaction



… but can be fooled 

@spiantado on Twitter



… but can be fooled 

@spiantado on Twitter Note: This behaviour has been “fixed” in current ChatGPT version



… but can be fooled 

Toxic behaviour is filtered 
with “superficial 
guardrails” (G. Marcus)

Guaranteeing safety 
would require the model 
to understand how 
language relates to the 
world and to our values

@spiantado on Twitter Note: This behaviour has been “fixed” in current ChatGPT version
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Risks 
Inequality and marginalization:

- Languages: English & few other languages are 
over-represented in training data and in AI research; 
many others are not there at all

- The same applies to culture and minorities of all kinds

- Use of AI can reduce cultural & linguistic diversity and 
lead to systematic marginalization of less-represented 
groups D. Blasi, A. Anastasopoulos, 

and G. Neubig. Systematic 
Inequalities in Language 
Technology Performance 
across the World’s 
Languages. ACL 2022.
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Costs: Hidden human labour

● Language models are built on text and code from the web
○ E.g. social media posts, Open-source code

○ Used without consent (cf. CoPilot: a lawsuit against Microsoft)

https://www.theverge.com/2022/11/8/23446821/microsoft-openai-github-copilot-class-action-lawsuit-ai-copyright-violation
-training-data

https://www.theverge.com/2022/11/8/23446821/microsoft-openai-github-copilot-class-action-lawsuit-ai-copyright-violation-training-data
https://www.theverge.com/2022/11/8/23446821/microsoft-openai-github-copilot-class-action-lawsuit-ai-copyright-violation-training-data


Costs: Hidden human labour

● AI relies on work by human annotators
○ Annotators are often crowdsourced and underpaid

○ Amazon’s Mechanical Turk pays less than 40% minimum wage, according to research 

https://www.unite.ai/amazon-mechanical-turk-pays-less-than-40-of-us-minimum-wage-research-suggests/
Posch et al. (2022). Characterizing the Global Crowd Workforce: A Cross-Country Comparison of Crowdworker 
Demographics

https://www.unite.ai/amazon-mechanical-turk-pays-less-than-40-of-us-minimum-wage-research-suggests/
https://doi.org/10.15346/hc.v9i1.106
https://doi.org/10.15346/hc.v9i1.106
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Costs: Energy usage
Training the model (based on GPT-3)

1287 MWh and 552 tonnes of CO2

Or ca. 8 million km in a Tesla-Y electric car

Or ca. 600 London-New York flights

https://www.technologyreview.com/2022/11/14/1063192/were-getting-a-better-idea-of-ais-true-carbon-footprint/

Estimating the Carbon Footprint of BLOOM, a 176B Parameter Language Model 
Alexandra Sasha Luccioni, Sylvain Viguier, Anne-Laure Ligozat https://arxiv.org/abs/2211.02001

…

…

https://www.technologyreview.com/2022/11/14/1063192/were-getting-a-better-idea-of-ais-true-carbon-footprint/
https://arxiv.org/abs/2211.02001


Costs: Energy usage
Training the model (based on GPT-3)

1287 MWh and 552 tonnes of CO2

Or ca. 8 million km in a Tesla-Y electric car

Or ca. 600 London-New York flights

Other costs (hard to estimate):
- Extra training steps (e.g. reinforcement learning)
- Deployment: More than a million users in the first week

https://www.technologyreview.com/2022/11/14/1063192/were-getting-a-better-idea-of-ais-true-carbon-footprint/

Estimating the Carbon Footprint of BLOOM, a 176B Parameter Language Model 
Alexandra Sasha Luccioni, Sylvain Viguier, Anne-Laure Ligozat https://arxiv.org/abs/2211.02001

…

…

https://www.technologyreview.com/2022/11/14/1063192/were-getting-a-better-idea-of-ais-true-carbon-footprint/
https://arxiv.org/abs/2211.02001


Costs: Energy usage

Efficiency can be improved:

- Research efforts are ongoing
- But climate change is a pressing problem => timing matters!



More costs…

- (soon-to-be?) paid access



Big tech monopolies dominate AI

● Huge resources needed to train models, academia cannot keep up
=> Centralization of power in profit-oriented big tech companies
… without accountability

● A government-funded consortium like CERN would be much safer 
○ Include institution, academic researchers, societal stakeholders => participatory design
○ Cf. the BigScience inititative https://bigscience.huggingface.co/

https://bigscience.huggingface.co/
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Impact on education and society

Presented by Tommaso Caselli



Impact: Who will be using it? Where do we go from here?

https://ukrant.nl/uni-moet-nieuwe-technologie-als-chatgpt-omarmen-maar-wie-schrijft-dit-eigenlijk/

ukrant.nl

https://ukrant.nl/uni-moet-nieuwe-technologie-als-chatgpt-omarmen-maar-wie-schrijft-dit-eigenlijk/


Impact  on education

● Can ChatGPT write an essay? Yes

● Can it write convincingly? Yes

● Can it write grammatically? Yes

● Can it write accurately (content wise)? Maybe

● Can you tell if ChatGPT was used to write it? Usually not!



Students Teachers

PROs CONs PROs CONs

“het tijd en moeite 
scheelt”

Reduces critical 
thinking

Promote critical 
thinking

Questions trust of 
students’ output

Improve writing style Trust whatever 
ChatGPT writes

Basic writing feedback 
(form not content)

Possibly more 
student failures, 
grading overhead

Mitigate frustration
Source of inspiration

Higher risks of fraud Focus on other skills Rethink assessment 
and evaluation

Impact on education



Impact on education

What might happen (but perhaps not a good idea)?

○ Use surveillance technologies
○ Use authorship attribution tools 
○ Ask for hand-written assignments
○ Ban the use of ChatGPT or similar tools

Adapting College Writing for the Age of Large Language Models such as ChatGPT: Some Next Steps for Educators
By Anna Mills and Lauren M. E. Goodlad - http://bit.ly/3ZKC9r0 

https://www.linkedin.com/in/anna-mills-b2a731106/
https://english.rutgers.edu/people/faculty-profiles/details/6516-m-e-goodlad-lauren.html
http://bit.ly/3ZKC9r0


Impact on education

What could happen?
○ New academic integrity policies (disclosure)
○ Require the presence of verifiable sources 
○ Focus on articulated and nuanced relationship between ideas
○ Ask to reflect on the writing process

 Think of ways to integrate new technologies in the learning process!

Adapting College Writing for the Age of Large Language Models such as ChatGPT: Some Next Steps for Educators
By Anna Mills and Lauren M. E. Goodlad - http://bit.ly/3ZKC9r0 

https://www.linkedin.com/in/anna-mills-b2a731106/
https://english.rutgers.edu/people/faculty-profiles/details/6516-m-e-goodlad-lauren.html
http://bit.ly/3ZKC9r0


Impact on society

● Will some professions need to change substantially?
○ Journalists
○ Translators
○ Programmers
○ Teachers
○ Researchers

● Influence on daily life of citizens
○ It could assist in complex writing tasks
○ Cross language barriers (help non-native speakers)
○ Malevolent actors could use it to spread propaganda in influence campaigns



● These technologies and tools are here to stay
○ They will get better
○ They will be integrated in our daily lives
○ We will progressively get used to live with them

● Tools to detect automatically generated messages?
○ Cat-chasing-mouse setting
○ One idea will be to watermark ChatGPT output
○ They will never be perfect

Impact on society



Impact on society

● Most of the impact is still unknown 
○ We are right in the middle of it
○ Reflections on risks and ethical implications 
○ These are warning signs to be taken seriously

● Big gray area between:
○ fully using ChatGPT output and 
○ just using it as a writing tool  

* https://cyber.fsi.stanford.edu/io/news/forecasting-potential-misuses-language-models-disinformation-campaigns-and-how-reduce-risk

https://cyber.fsi.stanford.edu/io/news/forecasting-potential-misuses-language-models-disinformation-campaigns-and-how-reduce-risk
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Questions from the Participants

(collected via the registration form)



Effects on teaching, 
research, and writing

Detection of 
AI-generated text

Safety and 
trustworthiness

Technology: 
possibilities and 
limitations

AI and society/ 
business

Submitted 
Question
Themes



Effects on teaching, 
research, and writing

• How can GPT be used in our research 
processes? 

• What opportunities does it provide us as 
researchers?

• How can GPT be used by students and (how) 
should they use it? 

• What consequences does it have on 
education?

• Is this the only tool available and accessible to 
students at the moment? Will it remain for 
free?

• What are the dangers of these models from 
the perspective of potential fraud/plagiarism 
and what we can do to prevent it?

• How can/shall we guide our students towards 
making the most of this tool - and not to 
become lazy and let the tool do the work?

• Could students have their papers be generated by 
ChatGPT, and if so, how can we find out they didn't write 
it themselves?

• What's the potential impact of AI on writing education at 
the secondary and tertiary levels?

• All things ethics and morality, as well as the impacts on 
education and learning.

• How will chatGPT affect future skills of today's students?
• What are the ethical aspects of using chatGPT as part of 

writing?
• How will it impact academic writing?
• What's the effect chatGPT will have on teaching and 

homework?
• How can we as academics benefit from these 

technologies?
• Do ChatGPT and similar tools raise the bar for what we 

should expect from human scientific analysis?
• How to deal with the use of ChatGPT by students? What 

are effects on take-home examination?
• What would these tools mean for education in future, 

considering AI can now write essays for us?



• What are the differences with human produced content -- why does it feel a bit robotic?
• Is it true that ChatGPT also offers a tool to check if texts have been compiled with it?
• Are there any characteristics / markers of a text that originated in ChatGPT that could be used for 

detection of its use?
• Can instructors detect ChatGPT-generated essays/papers? I.e., is it possible to catch those who cheat 

by having ChatGPT write their entire essay for them?
• From a language perspective, is the AI capable of changing its writing style? Perhaps the answer in 

detecting plagiarism in education lies here?
• How can teachers avoid or mark chatGPT-generated documents?
• Are plagiarism checkers outsmarted by ChatGPT?

Detection of 
AI-generated text



• Is there selection of information in terms of accuracy/reliability? What is considered accurate and 
reliable information? Who decides that? 

• Why does ChatGPT produce confident-sounding output even if it's incorrect?
• How reliable are the code snippets chatGPT can generate?
• Does the robot process personal data of users? What does it use this data for?
• How can we be sure the responses of chatGPT are trustworthy?
• What are the mistakes it makes? how to detect them even if they sound natural?

Safety and 
trustworthiness



• What are the limitations and potential future developments of attention-based networks?
• What is the model architecture behind chatGPT? How was it trained?
• What is the truly groundbreaking core development of ChatGPT for the field of NLP?
• Does AI understand humor and can it produce jokes?
• What made chatGPT possible (the technical aspects, the human annotation, etc)?
• What are possible strategies to deal with the chatGPT? How to play with the it in a positive way??

Technology: 
possibilities and 
limitations



• How will society adapt to chatGPT and/or other systems like it. Will they be banned? How would that 
be enforced? Will it be embraced? How?

• How could a ban on use of ChatGPT be enforced?
• What are the positive uses of this technology?
• What are possible uses for businesses?
• How has ChatGPT been used in products (e.g. Duolingo online courses, other apps)?

AI and society/ 
business
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